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Abstract
Pulse firing offers significant process and productivity benefits, such as improved temperature uniformity and high heat
transfer rates to the product load through maximum system turndown and utilizes the system’s burners at their most
efficient firing rates. However, overshoot and undershoot is unavoidable. To minimize these effects, the system operates
the burner at an enhanced turndown rate. Faster cycle rates improve temperature uniformity but reduce equipment life-
time. Therefore, a tradeoff exists between furnace temperature uniformity and the cycle rate used by the pulse firing
control.
This paper proposes models and simulates an advanced technique that improves temperature uniformity while decreas-
ing the cycle time used by the pulse firing control. This provides reliable, safe furnace operating conditions, thereby
extending the lifetime of the equipment. After an analysis of a furnace’s combustion system that utilizes the pulse firing
method to control the heat demand of the furnace, non-linearities were found in the combustion system. To improve
the performance of the temperature control, an error-driven function was coupled to the control strategy to compen-
sate the signal error fed to a proportional–integral–derivative controller. The error-driven function was implemented
using a fuzzy system, which improved the temperature uniformity and allowed a 60% duty cycle reduction in comparison
with similar combustion systems.
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1. Introduction

The primary purpose of a furnace is to provide heat to the

product load. Production quality requires all parts of the

load, no matter where they are located inside the furnace,

to reach and stay at the desired temperature. It is more

profitable to increase production throughput by rapidly

heating the load to its desired temperature. Therefore, uni-

formity and high heat transfer rates are critical furnace

characteristics. In the past, schemes such as burner tilting

and sequential control were used to provide equilibrium

between the radiant heat transfer and the appropriate load

distribution into the burner system.1,2

Delivering heat to the product load is accomplished by

transferring heat from the burners to the load. The heat

transfer from the flame and hot combustion gases to the

load depends on the difference in temperature and the bar-

riers that impede the transfer, and then in order to sustain

the desired temperature, the combustion control system has

to vary the heat input to the process. This paper describes a

method to adjust the heat input to the furnace by pulse fir-

ing control.

2. Pulse firing control

Pulse firing is a combustion heating control method devel-

oped in Europe in the early 1970s. In a pulse firing control

method, the burners are switched between two states.

Cycling the burners controls the heat input to the process.

Pulse firing utilizing the on/off control method allows the

use of burners with limited turndown, as opposed to an

amplitude modulating control. Pulse firing occurs
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throughout individual control valves at each burner where

it is possible to cycle burners independently for the great-

est control flexibility.3

Pulse firing offers significant process and productivity

benefits, such as improved temperature uniformity, versa-

tile control scheme, and improved turndown. To achieve

these goals, pulse firing operates the burners close to the

ratio of their most efficient firing setting, creating ideal

operating conditions that result in maximum heat transfer

with minimal fuel input. Pulse fired systems can be

designed to accommodate even the most stringent tem-

perature uniformity and application requirements, through

maximum system turndown, and utilize the system’s bur-

ners at their most efficient firing rates to transfer maxi-

mum energy to the furnace load in the least amount of

time. However, pulse firing does come at a price and

increase in system complexity.

It is advantageous at all times to provide heat to the fur-

nace under maximum input conditions. In other words, it

is imperative to run the burners at their maximum design

setting for as great a proportion and for the time that is

necessary to meet the furnace mean heat demand, and for

the remainder of the time to run the burners at their lowest

possible input. However, owing to the effect of the time

delay from the switching, the system causes the tempera-

ture to follow a sinusoidal pattern – a continually rising

and falling temperature. Overshoot and undershoot is una-

voidable, making it difficult for the system to achieve a

consistent product. To minimize these effects, the system

operates the burner at an enhanced turndown, typically

20:1.

In furnace radiative heat transfer systems, two control

actions are available that affect the temperature profile of

the system.1,3,4 The translucent flame surface can be chan-

ged in equivalent areas by sequential activation of burner

valves and this control action depends upon the load

demand. The second control action is the flame position

with respect to the heat transfer surfaces.1 Pongrance5 and

Hauck Manufacturing6 show applications with high pro-

duction load variability and temperature uniformity

requirements to + /25�C, where 6 s duty cycles are used

to assure product quality. Because of the increased on/off

cycling, a number of specialized equipment is required.

Figure 1 shows the main components of a pulse firing

burner.

3. Equipment considerations

It can be considered that faster cycle rates improve tem-

perature uniformity at the cost of reduced equipment

lifetime.3

High cycle rates apply to control equipment such as

control devices and their contact ratings. The lifetime of a

contact depends on the number of operations, the current

flow, and the type of load. Loads such as solenoid valves

and ignition transformers are highly inductive and create

sparks on the contacts. These sparks erode the metal in the

contacts and shorten their life. The air and gas valves

selected need to be designed specifically for high fre-

quency.3 At a frequency of 10 cycles per minute, the

valves can be subjected to more than 2 million cycles per

year. Standard solenoid valves will last a few months

under those operating conditions.

It is also critical to install a ratio regulator to minimize

variations of the air–gas ratio and to size it properly. An

excessive variation of the inlet pressure into the ratio regu-

lator can affect ignition reliability. Moreover, high-velocity

gas burners and specialized controllers dedicated for pulse

control, such as Programmable Logic Controllers (PLCs),

are needed.

Additional safety concerns apply to the burner’s equip-

ment regarding the cycle rates used by the combustion sys-

tem. The minimum on and off times are dependent on the

response times and delays of the control devices, such as

the flame safeguard, valve actuation, and burner ignition.

During the off time, a valve failure could lead to a collec-

tion of unburned fuel. The National Fire Protection

Association (NFPA) limits the off time based on a calcula-

tion of the defined gas-valve leakage rate. In addition,

NFPA requires enhanced maintenance schedules and mon-

itoring of usage. The minimum on is determined by the

flame safeguard. It has a start-up delay time before it ener-

gizes the ignition and gas-valve output. The on time must

be longer than the trial for the ignition time plus the flame

failure-response time. Otherwise, each subsequent attempt

to light a burner that does not produce a flame will allow

discrete pockets of unburned fuel to collect in the furnace

without achieving a flame-safeguard alarm and a lockout

condition.3

Figure 1. Typical pulse firing burner.7
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Therefore, a tradeoff between furnace temperature uni-

formity and the cycle rate used by the pulse firing control

must be observed. Advanced combustion control tech-

niques are available that allow a reliable uniform tempera-

ture regulation by a proper redistribution of heat transfer

surfaces in the furnace.8–12 In this paper we show that

advanced control can improve temperature uniformity and

at the same time decrease the cycle time used by the pulse

firing control, providing a reliable and safety furnace oper-

ation that allows extending the equipment lifetime.

4. Normalized heat treatment process

A normalizing furnace is designed to heat plates to the

required temperature while the plates are moved through

the furnace. A combustion control system using a pulse firing

method is responsible for all facets of the plate heating pro-

cess. Carbon steel plates from a previous milling process, with

dimensions of 4.5–50.8 mm thick, 1500–3048 mm width,

and 3000–16,000 mm length, are charged into the furnace to

be heated to the appropriate temperature and hold it at this

temperature in an atmosphere of nitrogen.13

The normalizing heat treatment process is basically an

annealing process that is used to remove the hardness

caused by other process to repair the defects caused by

plastic deformation to produce a uniform microstructure.

Normalizing heat treatment is used to give the steel struc-

ture technological characteristics that are considered the

natural or final state of the material that was subjected to

the forge and/or milling processes and produces a more

uniform final product. This involves heating the steel

between 30�C and 50�C above its critical temperature and

holding it for a period of time long enough for transforma-

tion to occur and for later cooling it in air.14 The normaliz-

ing process can be established by a Time–Temperature–

Transformation (TTT) diagram or an S-Curve that shows

the initial and final temperature transition-transformations

for austenite. Figure 2 shows a typical TTT diagram for

the heating process in steel. The transformation from B to

A where the red line that runs between the two curves

marks the beginning and end of isothermal

transformations.

5. Furnace combustion system

The combustion system consists of 16 combustion zones

with a total quantity of 316 pulse firing burners. The bur-

ners are arranged in burner zones with four burners for

each zone. To keep the products of combustion isolated

from the furnace atmosphere, combustion will take place

in radiant tubes where it draws approximately 100% of the

flue products back through the burner to preheat the com-

bustion air. The burner zones are evenly spaced along the

length of the furnace modules and evenly distributed

above and below the pass line. The radiant tubes are self-

supporting and extend from each side of the furnace in,

toward the centerline.13 Figure 3 shows a schematic of a

typical arrangement for a burner zone.

Due to the minimum time that a burner can be on and

the minimum time that it can be off, it must be noticed that

turndown capability is not infinite. The minimum allow-

able duty cycle period must be larger than the minimum

burner on-period in order to maintain a usable power out-

put range. For the burners used in the normalizing furnace,

the on-period can be established at 15 s. The usable power

range is defined as the range of firing rates where the bur-

ners are pulsing on and off. Ideally, this should be maxi-

mized while maintaining acceptable product temperature

uniformity. The lower limit of the usable power range,

causing the burners to fire for the minimum burner on-

period, is defined by the following equation:

Lower limit=
Min� On Period

Duty Cycle

� �
3 100 ð1Þ

Each burner will have a burner control unit, which will

interface between the combustion control system and the

Figure 2. Isothermal transformation Time–Temperature–
Transformation diagram. (Color online only.)

Figure 3. Burner zone schematic.13
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burner trim (solenoid valves, spark igniter, flame sensor,

etc.). During normal operation, the zone temperature con-

troller utilizes feedback from a zone thermocouple to

adjust the firing rate for each burner in the zone appropri-

ately. When a particular burner is firing, the burner fires at

100% of capacity and the input to the zone is varied by

the amount of time each burner is being fired. The burner

firing sequence times will be evenly spaced between the

four burners in the zone to assure an even distribution of

heat to the zone. Figure 4 shows the timing of four burners

fired in a pulse sequence at three different heat input rates.

Following this control scheme, the combustion control

system implements a sequencer that develops appropriate

firing rates for all burners in the zone. The sequencer uses

a Pulse Width Modulator (PWM) function to modulate the

length of time that the burners fire within a given duty

cycle, namely the PWM function controls the average heat

power transferred to the production load.

6. Temperature control

To control the normalizing process, it is necessary to con-

trol the temperature for each plate loaded into the furnace.

Then, for the temperature control a temperature deviation

can be seen as having two different contributors: (1) the

furnace owns a thermal load regarding the furnace charac-

teristics and (2) the plate thermal load is added once a plate

is charged inside the furnace. To manage these two differ-

ent dynamic behaviors, the temperature control system

uses a thermal model to predict the normalizing tempera-

ture and the residence time that the plate has to stay inside

the furnace. Because the thermal model assumes a constant

temperature in the furnace to perform its calculations, the

value is used as a reference by the temperature control.

Therefore, the objective of the temperature control is to

keep the temperature uniform, manipulating the length of

time that the burners fire within a given burner zone.

The requirements of a control system may include

many factors, such as response to command signals, insen-

sitivity to measurement noise, process variations, and

rejection of load disturbances. The design of a control sys-

tem also involves aspects of process dynamics, actuator

saturation, and disturbance characteristics.15 The general

empirical observation is that most industrial processes can

be controlled reasonably well with proportional–integral–

derivative (PID) control provided that the demands on the

performance of the control are not too high. Temperature

control is a typical case where the derivative action can be

used to speed up the response, due to the characteristic

process dynamics, which include time constants of differ-

ent magnitudes. An analysis of the combustion control

system generates two non-linear phenomena inherent to

the combustion system. This is due to actuators’ saturation

regarding the on/off action of the burners, which intro-

duces an oscillatory mode of the following form:

y tð Þ= 4M=pð Þ3 sinvt ð2Þ

where M is the amplitude during the on action.

Furthermore, the burners’ ignition time introduces time

delay dominance with respect to the time constants of the

process. The presence of these non-linear phenomena

impacts negatively on the system performance.16 Astrom

et al.15 showed that in the presence of these phenomena,

the use of more sophisticated control than PID brings ben-

efits to the system performance. Improvements in the con-

troller performance can be obtained through ‘‘gain

scheduling’’ techniques to deal with the non-linear phe-

nomena. To use the technique, it is necessary to find mea-

surable variables, called scheduling variables, that

correlate well with changes in the process dynamics. This

‘‘gain scheduler’’ maps the scheduling variables to get the

best control gains according to the current operation point,

giving an effective way to control processes whose

dynamics change with operating conditions. Finding these

variables is not always easy, whereby the gain scheduling

development takes a substantial engineering effort and the

representation of the non-linear function is limited by an

interpolation table.

A fuzzy system may be considered as a way to represent

a non-linear function. This representation is enlarged in

comparison to an interpolation table through its member-

ship functions, which accurately map the variables used to

represent the function. Furthermore, the representation of a

system as a collection of rules for linguistic variables has a

strong intuitive appeal. Also, explaining heuristically how

the system works can be useful in communicating control

strategies to persons with little formal training.15 The tem-

perature control for the normalizing furnace implements a

PID controller that calculates the usable power signal fed

to the sequencer to develop an appropriate firing rate for

burners and a fuzzy system is adopted to determine the

value of the error signal during the transient response in

order to decrease the rise time, and at the same time the

overshoot and reducing the settling time as well.17

Figure 5 shows a block diagram of the temperature con-

trol implementation for the normalizing furnace. This con-

trol scheme is implemented for each burner zone available

Figure 4. Fixed cycle time with duty cycle by heat demand.3
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in the furnace. The furnace temperature control was imple-

mented in a PLC controller. A standard PID function block

built into the PLC is used as the main controller and an

additional logic was built as a coupler function to imple-

ment the fuzzy system in the scheme. A selector switch

enables or disables the error compensation estimated by

the fuzzy system, giving the flexibility to suppress its

action.

To standardize the signals used by the PID controller,

the operation range values are used. Both the reference and

the feedback signals are normalized before they are used to

calculate the error signal. Also, the fuzzy system uses the

reference and the feedback signals to create a linguistic

variable called ‘‘Delta’’ to estimate its output, which com-

pensates the range value used by the normalizing function,

giving as a result a direct manipulation of the error signal

fed to the PID controller. The error compensation has the

effect of extending the PID control effort, improving sig-

nificantly the performance that can be achieved with the

PID controller only. The improvement can be seen in all

control aspects, such as a reduction in the rise time, reduc-

tion of the overshoot, and reduction of the settling time.

7. Furnace temperature model and
simulator

Computational models of dynamical systems are used to

study the behavior of systems over time. The foundations

for modeling dynamical systems are based on the mathe-

matical concepts of derivatives, integrals, and differential

equations to describe the behavior of the system they rep-

resent. An essential modeling method is to use mathemati-

cal entities, such as numbers, functions, and sets, to

describe properties and their relationships to real-world

systems.18

A computational model using the thermodynamic and

heat transfer properties of the fluid is applied to represent

and converge the non-linear nature of the equations. Then

a furnace temperature model is developed to emulate the

cyclic operation of the burner’s system and is implemented

in a PLC microprocessor that takes advantage of its cyclic

operation and memory capacity.

Due to the burners’ on/off operation it can be assumed

that each burner supplies its maximum heat power during

its on operation and no heat power during its off operation.

From the heat power definition:

Heat Power=
dq

dt
ð3Þ

where q is the heat energy in [kJ] and heat power is in

[kW].

From the derivative definition we have the following:

f 0xð Þ=
:
h!0

f x+ hð Þ � f xð Þ
h

ð4Þ

where the difference quotient is the average rate of change

of the function over the interval h and the limit when h

approaches 0 of the difference quotients is thus the instan-

taneous rate of change.

Then the heat energy that the burners supply can be

estimated throughout the instantaneous heat power at each

PLC scan cycle, provided that it is sufficiently small.

Assuming the entire furnace atmosphere is nitrogen, the

temperature of the furnace can be estimated through the

nitrogen’s thermal capacity, which is a measurable physi-

cal quantity equal to the ratio of the heat added to an

object to the resulting temperature change.

Using the basic thermodynamic equation to calculate

the amount of heat energy, the final furnace temperature

can be estimated through the following equation:

Q=m 3 cp 3 tf � ti
� �

ð5Þ

where Q is the heat energy in [kJ], m is the nitrogen mass

contained in the furnace atmosphere in [kg], cp is the nitro-

gen’s specific heat in [kj/kg�C], and the temperature differ-

ence is in [�C].
One basic assumption is that the temperature is chang-

ing at a constant rate (PLC scan). If the temperature is

denoted by öÊ, the increment is denoted by DöÊ, and the

value of a term is measured at a particular point in time,

the increment can be computed as the difference between

two consecutives measures and has the value given by the

following expression:

Tn = Tn�1 +DT ð6Þ

The mathematical model was implemented as an algo-

rithm in a PLC function, which performs the following

steps to estimate the furnace temperature:

1. mass calculation: using the furnace dimensions and

the nitrogen density value;

2. heat losses calculation: using a heat losses factor;

Figure 5. Temperature control block diagram. PID:
proportional–integral–derivative; PWM: Pulse Width Modulator.

Cadena-Ramı́rez et al. 5



3. heat energy calculation: estimated from the burner

instantaneous heat power at each scan cycle;

4. total energy calculation: estimated from heat

energy and heat losses;

5. furnace temperature calculation: estimated from

mass calculation, total energy calculation, and

nitrogen thermal capacity.

To simulate the system’s dynamic behavior, the furnace

temperature simulator uses two first-order filters and a first

in, first out (FIFO) array that is populated at each scan

cycle and is used to handle the dead time in the simula-

tion. Figure 6 shows the block diagram used by the fur-

nace temperature simulator.

8. Temperature control modeling and
implementation

To design the PID controller, a step test in an open loop

was performed to identify the process dynamics following

the Ziegler–Nichols standard method to obtain the tuning

gains. Figure 7 shows the results of the test. The PID tun-

ing gains were calculated as follows:

Kc = 1:2ðDU=aÞ ð7Þ

Ti = 2L ð8Þ

Td = L=2 ð9Þ

where the adjusted PID controller gains are as follows: (1)

the proportional gain Kc = 0.64; (2) integral time

Ti = 80 s; and (3) derivative time Td = 20 s.

It is well established that the presence of dead time in

processes adversely affects the stability and therefore the

performance of control systems. The longer the dead time,

the less aggressively the controller must be tuned to main-

tain stability.19 The time needed to ignite a burner (mini-

mum on time) and the minimum off time can be seen as

additional dead time, which adversely impacts the control-

ler performance. This situation worsens when the tempera-

ture reference goes from a higher to a lower temperature.

Since all physical values are limited, it is useful to have

limiting devices in control systems too.15 Therefore, and

knowing that the on/off action of the burners is tied to the

usable power range, Equation (1) is used to limit the PID

output to avoid delays during the burner operation.

9. Fuzzy system model

The temperature control implements an error-driven func-

tion through a fuzzy system based on Mamdani’s model,

which makes use of heuristic knowledge obtained by

experimentation through simple rules. The fuzzy system

includes three basic functions as follows20:

1. fuzzification: convert the measured quantities from

the process into fuzzy sets to be used by the infer-

ence mechanism;

2. inference mechanism: determine the degree of fir-

ing of each rule in the rule base;

3. defuzzification: convert the recommendations of

all rules into a crisp output.

Figure 7. Process identification by the Ziegler–Nichols method.

Figure 6. Furnace temperature simulator block diagram. FIFO:
first in, first out.
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The design of the fuzzy system follows the minimum com-

putation effort’s criterion, because the PLC controller is

used not only by the furnace temperature control but also

the combustion system in general, limiting the computa-

tion load.

Thus, for each of the basic functions used by the fuzzy

system a minimum set of values remains to maintain a low

computation load, but at the same time allowing sufficient

resolution to achieve the objectives of the system. The fuz-

zification function is defined by five fuzzy sets for a lin-

guistic variable called ‘‘Delta’’ with the following defined

values:

� Negative Large (NL);
� Negative Small (NS);
� Zero (Z);
� Positive Small (PS);
� Positive Large (PL).

The fuzzy sets are characterized by the triangular member-

ship functions shown in Figure 8. The variable Delta is the

difference between the set point signal and the process sig-

nal as follows:

Delta= Refj j � yj j ð10Þ

A rule base of nine rules is used as the inference

mechanism. To keep the calculation at the minimum, the

set of rules uses the membership values estimated for the

linguistic variable and the use of algebraic operations.

The set of rules that the fuzzy system uses as the infer-

ence mechanism are as follows:

� R1 = If NL Then Q1;
� R2 = If NL or NS Then Q2;
� R3 = If NS Then Q3;
� R4 = If NS or Z Then Q4;
� R5 = If Z Then Q5;
� R6 = If PS or Z Then Q6;
� R7 = If PS Then Q7;

� R8 = If PS or PL Then Q8;
� R9 = If PL Then Q9.

The defuzzification function is defined by nine fuzzy sets

of the singleton type with values from Q1 to Q9.

Moreover, two extra values are added for extreme com-

pensation in the case where the linguistic variable

‘‘Delta’’ is mapped where the membership functions are

saturated. These two values are QXN for an extreme nega-

tive value and QXP for an extreme positive value. The

function calculates an extreme compensation value using

the limit value to map the linguistic variable by the fuzzi-

fication function and the current estimation of the linguis-

tic variable, calculated as follows:

XCOMP=
Delta

Limit Value
ð11Þ

To apply the extreme compensation into the error com-

pensation, a parameter used as a threshold is compared

with the membership functions values NL and PL, namely,

if the membership value is greater than or equal to the

threshold, its value is used to calculate a factor as follows:

XNF =NL 3 XCOMP ð12Þ

XPF =PL 3 XCOMP ð13Þ

If the condition is not satisfied the factor is overridden

to zero, removing the extreme compensation from the total

compensation calculation. As an example, if the tempera-

ture set point is 700�C and the process temperature is

694.2�C, the estimation for Delta is 5.8. Using Equation

(9), the extreme compensation value estimated according

with this data is XCOMP = 5.8/10 = 0.58.

As can be seen in Figure 7, the membership function

PL = 0.9333 and the membership function NL = 0 for this

Delta. Considering the threshold was set to 0.9 and due to

PL is above this value, only the extreme compensation fac-

tor XPF = XCOMP* 0.9333 = 0.5413 is applied to the total

compensation and the XNF factor is overridden to zero due

to its value being below the threshold. Assuming the next

instant, an increment in the process temperature from

694.2�C to 694.4�C, the Delta estimated is 5.6 and the

membership function PL = 0.8666 and membership func-

tion NL = 0, which results in XNF = 0 and XPF = 0, since

the membership function values are below the threshold.

The crisp output calculated by the defuzzification func-

tion is the sum of all singleton values multiplied by its fir-

ing value plus the extreme compensation value multiplied

by its extreme compensation factor:

COMP=
X9
i= 1

Ri 3 Qi + QXN 3 XNF½ �+ QXP 3 XPF½ �

ð14Þ

Figure 8. Fuzzy sets for the linguistic variable Delta. NL:
Negative Large; NS: Negative Small; Z: Zero; PS: Positive Small;
PL: Positive Large.
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The main idea behind the error compensation is to

increase the PID control effort to stabilize the process vari-

able as quickly as possible. So, to support this idea the

error compensation must increase if the process variable

comes away from the reference value and tends to zero if

these two variables are close to each other.

This idea can be thought of using an inverse normal

distribution curve, where a value tends to the middle and

its position from this point can be measured in regards to

standard deviations. To set the singleton values, the con-

trol range values that establish the settling times are used

as the standard deviation and the subsequent values are

multiples of this value. Then the fuzzy set values used by

the defuzzification function are selected with an inverted

distribution curve, as shown in Figure 9.

10. Fuzzy system design using the
minimum effort criterion

The design of the fuzzy system follows a minimum com-

putation effort criterion, because the furnace temperature

control was implemented in a PLC controller. Also, the

same PLC is in charge for all the systems that support the

combustion and the furnace systems, such as the combus-

tion air system, exhaust gas system, atmosphere system,

nitrogen injection system, natural gas injection system,

and burner management system for the normalizing fur-

nace, limiting the computation load in the micro control-

ler. The temperature control of the normalizing furnace

consists of 316 pulse firing burners distributed among 105

heating zones that give the flexibility to the furnace tem-

perature control to fit minimum heat demands and at the

same time to respond fast enough to load variations. To

support this scheme, the heating zones are grouped dyna-

mically, giving as a result the implementation of one PID

controller and one fuzzy compensator for each heating

zone. During the fuzzy controller design, we conclude that

using five fuzzy sets for the linguistic variable obtains

satisfactory results in compliance with the performance

requirements for the application. This minimum set of

values remains to maintain a low computation load, while

allowing sufficient resolution to achieve the computational

effort, granularity, resolution, and specifications of the

control system.

11. Comparative analysis

The performance for the control scheme proposed for the

furnace control temperature was measured through com-

parative analysis against the PID controller action only.

The performance test for each control scheme was con-

ducted using the following conditions.

1. The temperature controller must follow the tem-

perature reference sent by the thermal model, and

therefore two step tests to change the control refer-

ence for each control scheme were performed.

2. As initial point, the furnace temperature was set at

450�C, and once the temperature stabilized at this

value a change in reference to 750�C was carried

out. When the temperature stabilized at this value

the control reference was returned to 450�C.

To measure the performance of both control strategies, the

next criteria were used:

� raise time;
� peak time;
� overshoot;
� settling time.

The range established for the settling time was 5% or + /

215 �C. Figures 10 and 11 show the temperature response

against a step change in temperature set point from 450�C
to 750�C for each control strategy. It can be seen that there

is a substantial improvement in control aspects, such as

raise time, overshoot, and settling time, for the fuzzy sys-

tem scheme. It is well known that the presence of dead

time in processes adversely affects the stability and there-

fore the performance of control systems.

The longer the dead time, the less aggressive the con-

troller must be tuned to maintain stability.19,21,22 Due to

the effects of the system’s non-linearities, the PID control-

ler’s performance over the process was limited. Table 1

illustrates the comparative data for test 1 for each control

strategy.

Figures 12 and 13 show the temperature response

against a step change in temperature set point from 750�C
to 450�C for each control strategy. In both cases, the

usable power range limit helps to avoid a larger tempera-

ture drop due to the burners’ off action. Table 2 illustrates

the comparative data for test 2 for each control strategy.

Both tests show a significant improvement by using the

fuzzy system. The improvements are reflected in the

Figure 9. Singleton output fuzzy sets using an inverted normal
curve.
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Figure 10. Proportional–integral–derivative step test 1: 450�C to 750�C.

Figure 11. Fuzzy system step test 1: 450�C to 750�C.

Figure 12. Proportional–integral–derivative step test 2: 750�C to 450�C.
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overshoot correction, reduction on the settling time, and a

better settling temperature range.

It must be notice that the step tests performed on the

temperature control are not representative of the furnace

operation. The step values were used to reflect the worst

scenario to emphasize the improvements of the fuzzy sys-

tem usage.

Furthermore, the implementation of sophisticated con-

trol strategies, such as that proposed, open up the possibil-

ity to widen the production ranges and increment the

production throughput by rapidly heating the load to its

desired temperature, maintaining temperature uniformity

and high heat transfer rates.

12. Conclusions

The performance of many control systems can be quanti-

fied by the variance in the control error. Sophisticated con-

trol configurations, other than simple feedback systems,

reduce this variance. Modeling and simulation of the ther-

modynamics process and the sequential cyclic operation of

the burner pulse firing scheme allowed a better understand-

ing and a more reliable determination of the advantages in

the control strategy. Narrowing the variance in the control

error translates directly into more consistent process

operations, and significant economic incentives exist to

operate the process more efficiently. Usually, this entails

improving the control performance so that the process can

be operated closer to a limiting condition.

Other than modeling and simulation of the pulse firing

methodology, this paper analyzed the behavior of the com-

bustion system for a normalizing furnace and proposes a

fuzzy control strategy to enhance its dynamic performance.

The method takes advantage of the PLC digital controller

used by the combustion control system and its PID control-

ler implemented as a function block. The temperature con-

trol of the normalizing furnace incorporates additional

logic to enhance the control performance. After performing

step tests on the control reference to the furnace tempera-

ture control, it is concluded that the use of fuzzy systems

coupled to PID controllers improves significantly the per-

formance that can be achieved with a classical control

scheme in the presence of non-linearities.

The improvement can be seen in all control aspects,

such as a reduction in the raise time, a reduction in the

overshoot from 90�C to 13�C and from 98�C to 35�C, a
reduction in the settling time from 25 to 4 minutes and

from 24 to 8 minutes, and a better settling temperature

range from + /215�C to + /25�C in the tests performed

Figure 13. Fuzzy system step test 2: 750�C to 450�C.

Table 1. Comparative data for step test 1.

Data – PID controller Data – fuzzy system

Raise time 3:30 min Raise time 3:00 min
Peak time 4:27 min Peak time 3:20 min
Settling time 25:00 min Settling time 4:00 min
Settling range + /− 15�C Settling range + /− 5�C
Overshoot 90 C Overshoot 13�C

PID: proportional–integral–derivative.

Table 2. Comparative data for step test 2.

Data – PID controller Data – fuzzy system

Raise time 4:20 min Raise time 4:00 min
Peak time 7:39 min Peak time 6:27 min
Settling time 24:00 min Settling time 8:00 min
Settling range + /− 15�C Settling range + /− 5�C
Overshoot 98�C Overshoot 35�C

PID: proportional–integral–derivative.
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and having as a result better furnace temperature unifor-

mity. Finally, the duty cycle used by the combustion con-

trol system was reduced 60% in comparison to similar

combustion systems, improving the reliability and safety

of the furnace operation along with a significant increment

in equipment lifetime.
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